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▪ What is LLM agents? 
▪ A brief history of LLM agents 
▪ In the recent context of “LLM” 
▪ In the ancient context of “agents” 

▪ On the future of LLM agents



What is “agent”?
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What is “agent”?
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What is “agent”?
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Action

Observation

▪ An “intelligent” system that interacts with some “environment” 
▪ Physical environments: robot, autonomous car, … 
▪ Digital environments: DQN for Atari, Siri, AlphaGo, … 
▪ Humans as environments: chatbot 

▪ Define “agent” by defining “intelligent” and “environment” 
▪ It changes over time! 
▪ Exercise question: how would you define “intelligent”? 



What is “LLM agent”?
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Text agent

Action

Observation

LLM agent

Reasoning 
agent

▪ Level 1: Text agent 
▪ Uses text action and observation 
▪ Examples: ELIZA, LSTM-DQN 

▪ Level 2: LLM agent 
▪ Uses LLM to act 
▪ Examples: SayCan, Language Planner 

▪ Level 3: Reasoning agent 
▪ Uses LLM to reason to act 
▪ Examples: ReAct, AutoGPT 
▪ The key focus of the field and the talk

∈ L

∈ Lthink 
about 
…



ELIZA (1966): Text agent via rule design
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▪ Domain specific! 
▪ Requires manual 

design 
▪ Cannot work beyond 

simple domains



LSTM-DQN (2015): Text agent via RL
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Language understanding for text-based games using deep reinforcement learning. EMNLP 2015.

▪ Domain specific! 
▪ Requires scalar 

reward signals 
▪ Requires extensive 

training



The promise of LLMs: Generality and few-shot learning
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Language Models are Few-Shot Learners NeurIPS 2020.

Training: next-token prediction 
on massive text corpora

Figure 2.1: Zero-shot, one-shot and few-shot, contrasted with traditional fine-tuning. The panels above show
four methods for performing a task with a language model – fine-tuning is the traditional method, whereas zero-, one-,
and few-shot, which we study in this work, require the model to perform the task with only forward passes at test
time. We typically present the model with a few dozen examples in the few shot setting. Exact phrasings for all task
descriptions, examples and prompts can be found in Appendix G.

• Zero-Shot (0S) is the same as one-shot except that no demonstrations are allowed, and the model is only given
a natural language instruction describing the task. This method provides maximum convenience, potential for
robustness, and avoidance of spurious correlations (unless they occur very broadly across the large corpus of
pre-training data), but is also the most challenging setting. In some cases it may even be difficult for humans
to understand the format of the task without prior examples, so this setting is in some cases “unfairly hard”.
For example, if someone is asked to “make a table of world records for the 200m dash”, this request can be
ambiguous, as it may not be clear exactly what format the table should have or what should be included (and
even with careful clarification, understanding precisely what is desired can be difficult). Nevertheless, for at
least some settings zero-shot is closest to how humans perform tasks – for example, in the translation example
in Figure 2.1, a human would likely know what to do from just the text instruction.

Figure 2.1 shows the four methods using the example of translating English to French. In this paper we focus on
zero-shot, one-shot and few-shot, with the aim of comparing them not as competing alternatives, but as different
problem settings which offer a varying trade-off between performance on specific benchmarks and sample efficiency.
We especially highlight the few-shot results as many of them are only slightly behind state-of-the-art fine-tuned models.
Ultimately, however, one-shot, or even sometimes zero-shot, seem like the fairest comparisons to human performance,
and are important targets for future work.

Sections 2.1-2.3 below give details on our models, training data, and training process respectively. Section 2.4 discusses
the details of how we do few-shot, one-shot, and zero-shot evaluations.
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Inference: (few-shot) 
prompting for various tasks!



A brief history of LLM agents
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LLM

Reasoning

Acting 
(Grounding, 
tool use, etc.)

CoT 
Zero-shot CoT 
Self-consistency 
…

Game 
Robotics 
RAG 
…

ReAct

LLM agent (but not reasoning agent) Reasoning agent

New applications/
tasks/benchmarks

Web browsing 
Software engineering 
Scientific discovery 
……

New methods 

Memory, learning, 
planning, multi-agent…



Let’s consider one task for now: question answering (QA).

11



Question answering
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Q: what is 1 + 2? A: 3

Q: Janet’s ducks lay 16 eggs per day. She 
eats three for breakfast every morning and 

bakes muffins for her friends every day with 
four. She sells the remainder for $2 per egg. 

How much does she make every day?

Requires reasoning

Q: who is the latest UK PM? Requires knowledge

Q: what is the prime factorization of  34324329? Requires computation



People came up with various solutions for different QA tasks.
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Code augmentation for computation
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Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks



Retrieval-augmented generation (RAG) for knowledge
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▪ Answer knowledge-intensive questions with 
▪ Extra corpora 
▪ A retriever (e.g., BM25, DPR, etc.) 

▪ What if there’s no corpora? (e.g. who’s the latest PM?)



Tool use
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TALM: Tool Augmented Language Models. Toolformer: Language Models Can Teach Themselves to Use Tools

▪ Special tokens to invoke tool calls for 
▪ Search engine, calculator, etc. 
▪ Task-specific models (translation) 
▪ APIs  

▪ Unnatural format requires task/tool-specific fine-tuning 
▪ Multiple tool calls?



What if both knowledge and reasoning are needed?
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Interleaving Retrieval with Chain-of-Thought Reasoning for 
Knowledge-Intensive Multi-Step Questions  

Measuring and Narrowing the Compositionality Gap in 
Language Models.
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Knowledge-intensive QA

Multi-hop knowledge-intensive QA

Symbolic reasoning

Mathematical reasoning

Commonsense QA

Can we have a simple, unifying solution?

RAG

Self-ask IRCoT

RAG

CoT

PoT

Tool useTool use

WebGPT

We need abstraction.

QA



Reasoning OR acting
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CoT RAG/Retrieval/Code/Tool use

Retrieval 
Search engine 
Calculator 
Weather API 
Python 
……

Flexible and general to 
augment test-time compute

Lack of external knowledge and tools
Flexible and general to 
augment knowledge, 

computation, feedback, etc.

Lack of reasoning



Reasoning (update internal belief)

Reasoning

Question

Answer

LLM

Acting (obtain external feedback)

Observation

Action

ReAct: a new paradigm of agents that reason and act

Reasoning

Observation

Action

20

• Synergy of reasoning and acting 

• Simple and intuitive to use 

• General across domains



ReAct is simple and intuitive to use
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Task: xxxxxx

Observation: 
xxxxxx

Thought: xxx
Action: xxx

Observation: xxxxxx

Thought: xxx
Action: xxx

Observation: xxxxxx

Thought: xxx
Action: xxx

……

Task: 

Example ReAct 
trajectory

Human prompt

LLM output

Environment 
feedback

Thought: xxx
Action: xxxLLM

Thought: xxx
Action: xxxLLM

……

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

Example ReAct 
trajectory

• One-shot prompting

• Few-shot prompting

• Fine-tuning

ReAct supports



A zero-shot ReAct prompt
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You are an agent that answers questions by using two actions:
- search[query]: Google search the query. You can also use it to 

calculate math. 
- finish[answer]: return the answer 

Your generation should have the following format:
Thought: to analyze the observation and inform the action. 
Action: your action 

Question: If I have seven trillion dollars today, can I buy Apple, 
Nvidia, and Microsoft? If not, how much more money do I need? 
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LLM
(GPT-4)

Thought: I need to find the current market capitalization of Apple, Nvidia, and 
Microsoft to understand how much it would cost to buy all of them.  
Action: search["current market capitalization of Apple, Nvidia, and Microsoft"]

(Mar 2024)

Observation: "Nvidia's market cap stood at $1.832 trillion as of about 10 a.m. ET 
Wednesday, while Alphabet's was at $1.814 trillion, bringing Nvidia behind just 
Microsoft (MSFT) at $3.015 trillion and Apple (AAPL) at $2.836 trillion."

Thought: Now that I have the market cap for all companies, let's add them together 
and see if $7 trillion is enough. 
Action: search["1.832 trillion + 3.015 trillion + 2.836 trillion"]

Observation: 7683000000000

Thought: The amount of money needed in addition to the $7 trillion is $683 billion.
Action: finish["You need an additional $683 billion to be able to buy Apple, Nvidia, and 
Microsoft."] ✓ 
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LLM
(GPT-4)

Thought: I need to find the current market capitalization of Apple, Nvidia, and 
Microsoft to understand how much it would cost to buy all of them.  
Action: search["current market capitalization of Apple, Nvidia, and Microsoft"]

Thought: The search did not give any results. I will need to search for each 
company's market capitalization individually. 
Action: search["current market capitalization of Apple"]

Observation: nothing found! (My adversarial 
observation)

Observation: 'price': 180.75 (My adversarial 
observation)

Thought: This is the current price of Apple's stock, not its market capitalization. The market 
cap is calculated by multiplying the share price by the number of outstanding shares. Thus, I 
need to find the total number of Apple's outstanding shares to calculate its market cap. 
Action: search["total number of Apple's outstanding shares"] 

(Continues to 
solve the task)✓ 

Synergy: acting support reasoning, reasoning guides acting
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Knowledge-intensive QA

Multi-hop knowledge-intensive QA

Symbolic reasoning

Mathematical reasoning

Commonsense QA
RAG

Self-ask IRCoT

RAG

CoT

PoT

Tool useTool use

Can we have a simple, unifying solution?

WebGPT

QA
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QA

ReAct

Beyond QA



Many tasks can be turned into text games 
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ALFWorld: Aligning Text and Embodied Environments for 
Interactive Learning.

ALFRED: A Benchmark for Interpreting Grounded 
Instructions for Everyday Tasks.



Acting without reasoning
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Inner Monologue: Embodied Reasoning through Planning with Language Models  



Act 1: Go to drawer 1 
Obs 1: The drawer 1 is closed. 
 
Act 2: Open drawer 1 
Obs 2: You open the drawer 1. The drawer 1 is open. In it, you see a dishsponge 2, and a spoon 1.

Act 3: Go to sinkbasin 1 
Obs 3: On the sinkbasin 1, you see a dishsponge 3, a spatula 1, and a spoon 2.

Act 4: Take peppershaker 1 from sinkbasin 1 
Obs 4: Nothing happens. 
 
Act 5: Take peppershaker 1 from sinkbasin 1 
Obs 5: Nothing happens. 
……

Acting without Reasoning

Act only

You are in the middle of a room. Looking quickly around you, you see a cabinet 6, a cabinet 
1, a coffee machine 1, a countertop 3,  a stove burner 1, and a toaster 1. 
Your task is to: Put some pepper shaker on a drawer.

X
Cannot explore systematically or incorporate feedback



Act 1: Think[First I need to find a peppe shaker...more likely to appear in cabinets (1-6), 
countertops (1-3), ... ]
Act 2: Go to cabinet 1 
Obs 2: On the cabinet 1, you see a vase 2.
 (Here the agent goes to cabinet 1, 2, 3, 4, 5, 6, then countertop 1 and 2)
 
Act 9: Go to countertop 3 
Obs 9: On the countertop 3, you see a apple 1, a bread 1, ...... a pepper shaker 1, and a vase 3.
Act 10: Take pepper shaker 1 from countertop 3 
Obs 10: You pick up the pepper shaker 1 from the countertop 3.  
Act 11: Think[Now I find a pepper shaker 1. Next, I need to put it in/on drawer 1.]
Act 12: Go to drawer 1 
Obs 12: Drawer 1 is closed. 
Act 13: Open drawer 1 
Obs 13: You open Drawer 1 …
Act 14: Put pepper shaker 1 in/on drawer 1 
Obs 14: You put pepper shaker 1 in/on the drawer 1.

ReAct Enables Systematic Exploration

ReAct

You are in the middle of a room. Looking quickly around you, you see a cabinet 6, a cabinet 
1, a coffee machine 1, a countertop 3,  a stove burner 1, and a toaster 1. 
Your task is to: Put some pepper shaker on a drawer.

✓



ReAct is general and effective
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PaLM-540B HotpotQA
(QA)

FEVER
(fact check)

ALFWorld
(Text game)

Reason 29.4 56.3 N/A

Act 25.7 58.9 45

ReAct 35.1 64.6 71

(NLP tasks) (RL tasks)
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Reasoning agent: reasoning is an internal action for agents
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A brief history of LLM agents
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LLM

Reasoning

Acting 
(Grounding, 
tool use, etc.)

CoT 
Zero-shot CoT 
Self-consistency 
…

Game 
Robotics 
RAG 
…

ReAct

LLM agent (but not reasoning agent) Reasoning agent

New applications/
tasks/benchmarks

Web browsing 
Software engineering 
Scientific discovery 
……

New methods 

Memory, learning, 
planning, multi-agent…



Let’s only talk about one thing: long-term memory.
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36

Action

Observation

think 
about 
…
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Action

Observation

Instruction: … 
Thought: … 
Action: … 
Obs: … 
Thought: … 
……

Code-based 
controller

A “short-term memory” 

• Append-only 
• Limited context 
• Limited attention 
• Do not persist over 

new tasks

Write

Read
A long-term memory 

• Read and write 
• Stores experience, 

knowledge, skills, … 
• Persist over new 

experience



Reflexion
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GPT-3.5 (zero-
shot)

GPT-4 
(zero-shot)

GPT-4 
(Reflexion)

0

25

50

75

100

91

67

48.1

HumanEval pass@1

Reflexion: Language Agents with Verbal Reinforcement Learning Also check: Self-refine, Self-debugging, etc.



-4 (reward)

Observation Action

Gradient descent

Traditional RL
• Learn via scalar reward 
(sparse signal) 

• Learn by updating weights 
(credit assignment)

feedback

Reflective reasoning

Observation ActionMemory

Reflexion: “Verbal” RL
• Learn via text feedback 

• Learn by updating language (a 
long-term memory of task 
knowledge) 

39



Voyager: A procedural memory of skills

40VOYAGER: An Open-Ended Embodied Agent with Large Language Models



Generative Agents

41Generative Agents: Interactive Simulacra of Human Behavior



Episodic memory of experience

42Generative Agents: Interactive Simulacra of Human Behavior



Semantic memory of (reflective) knowledge

43Generative Agents: Interactive Simulacra of Human Behavior
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Action

Observation

Instruction: … 
Thought: … 
Action: … 
Obs: … 
Thought: … 
……

Code-based 
controller

A “short-term memory” 

• Append-only 
• Limited context 
• Limited attention 
• Do not persist over 

new tasks

Write

Read
A long-term memory 

• Read and write 
• Stores experience, 

knowledge, skills, … 
• Persist over new 

experience
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Action

Observation

Instruction: … 
Thought: … 
Action: … 
Obs: … 
Thought: … 
……

Code-based 
controller

Learn

Retrieve
Long-term memory 

• Read and write 
• Stores experience, 

knowledge, skills, … 
• Persist over new 

experience

Short-term memory

Reason
▪ Cognitive architectures for language 

agents (CoALA) 
▪ Memory 
▪ Action space 
▪ Decision making 

▪ Exercise questions 
▪ What distinguishes external 

environment vs internal memory? 
▪ What distinguishes long vs short term 

memory?



How are reasoning agents different from previous agents?
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A VERY minimal history of agents
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1960 1970 1980 1990 2000 2010 2020

“AI winter” LLM 
agent

Symbolic AI agent
SHRDLU, Expert System, Cognitive 
Architecture, DeepBlue, ……

(Deep) RL agent
Atari-DQN, AlphaGo, 
OpenAI Five, MuZero, …



ELIZA (1966): Symbolic AI agent
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▪ Domain specific! 
▪ Requires manual 

design 
▪ Cannot work beyond 

simple domains



LSTM-DQN (2015): Deep RL agent
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Language understanding for text-based games using deep reinforcement learning. EMNLP 2015.

▪ Domain specific! 
▪ Requires scalar 

reward signals 
▪ Requires extensive 

training



Observation -> (what “language”?) -> Action
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1960 1970 1980 1990 2000 2010 2020

LLM 
agent

Symbolic AI agent (Deep) RL agent
Atari-DQN, AlphaGo, 
OpenAI Five, MuZero, …

[-0.3432, 2.444, 0.34342, 
0.4545, 0.443, 3.34234 …]

Let’s think step by step… 
The room is dark so I need a 
lamp, the lamp is in 
bedroom, so I should ……

▪ Symbolic state or neural embedding 
▪ Intensive efforts to design or train 
▪ Task-specific, hard to generalize 

▪ Open-ended natural language 
▪ Rich priors from LLMs 
▪ Inference-time scalable 
▪ General and generalizable



A brief history of LLM agents
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LLM

Reasoning

Acting 
(Grounding, 
tool use, etc.)

CoT 
Zero-shot CoT 
Self-consistency 
…

Game 
Robotics 
RAG 
…

ReAct

LLM agent (but not reasoning agent) Reasoning agent

New applications/
tasks/benchmarks

Web browsing 
Software engineering 
Scientific discovery 
……

New methods 

Memory, learning, 
planning, multi-agent…



What’s beyond questions and games?
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Digital automation

53

• Tremendous practical values, but little progress (think about Siri) 

• Underlying research challenges: 

• Reasoning over real-world language (and other modalities) 

• Decision making over open-ended actions and long horizon
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Entity-Aware Multimodal Alignment Framework for News Image Captioning
Authors: Junzhe Zhang, Huixuan Zhang, Xiaojun Wan

Abstract: News image captioning task is a variant of image captioning task which requires model to generate a

more informative caption with news image and the associated news article. Multimodal Large… ̙ More
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Abstract: …in which predictions about future events are significantly improved by aggregating across a crowd of

individual forecasters. Past work on the forecasting ability of large language… ̙ More
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answering with open-source large language models
Authors: Jenish Maharjan, Anurag Garikipati, Navan Preet Singh, Leo Cyrus, Mayank Sharma, Madalina Ciobanu,

Gina Barnes, Rahul Thapa, Qingqing Mao, Ritankar Das

Abstract: …thus costly, amounts of computational power. Many of the top performing LLMs are proprietary and

their access is limited to very few research groups. However, open-source (OS) models represent a key area of

growth for medical LLMs due to significant improvements in performance and an inherent ability to provide the

transparency and compliance required in he… ̙ More
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SoK: Exploring the Potential of Large Language Models for Improving Digital Forensic
Investigation E!ciency
Authors: Akila Wickramasekara, Frank Breitinger, Mark Scanlon

Abstract: …ability to conduct investigations promptly. Consequently, this systemisation of knowledge paper delves

into the potential and e!ectiveness of integrating Large Language… ̙ More
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Watermark Stealing in Large Language Models
Authors: Nikola Jovanović, Robin Staab, Martin Vechev

Abstract: LLM watermarking has attracted attention as a promising way to detect AI-generated content, with some

works suggesting that current schemes may already be fit for deployment. In this work we dispute this claim,

identifying watermark stealing (WS) as a fundamental vulnerability of these schemes. We show that querying the

API of the watermarked LLM to approximately reverse-engineer a watermark enabl… ̙ More
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Human Reading Process
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Deep Learning for Cross-Domain Data Fusion in Urban Computing: Taxonomy, Advances,
and Outlook
Authors: Xingchen Zou, Yibo Yan, Xixuan Hao, Yuehong Hu, Haomin Wen, Erdong Liu, Junbo Zhang, Yong Li, Tianrui

Li, Yu Zheng, Yuxuan Liang

Abstract: …with previous surveys, we focus more on the synergy of deep learning methods with urban computing

applications. Furthermore, we shed light on the interplay between Large Language Models (LLMs) and urban

computing, postulating future research directions that could revolutionize the field. We firmly believe that the

taxo… ̙ More
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Authors: Tsz Kin Lam, Alexandra Birch, Barry Haddow

Abstract: Using Self-Supervised Learning (SSL) as model initialization is now common to obtain strong results in

Speech Translation (ST). However, they also impose a large memory footprint, hindering on-device deployment. In

this paper, we leverage the SSL… ̙ More
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Authors: Hao Li, Ying Chen, Yifei Chen, Wenxian Yang, Bowen Ding, Yuchen Han, Liansheng Wang, Rongshan Yu

Abstract: Whole Slide Image (WSI) classification is often formulated as a Multiple Instance Learning (MIL) problem.

Recently, Vision-Language… ̙ More

Submitted 29 February, 2024; originally announced February 2024.

Comments: Accepted by CVPR 2024

27. arXiv:2402.19299  [pdf, other]   
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Authors: Shaoteng Liu, Haoqi Yuan, Minda Hu, Yanwei Li, Yukang Chen, Shu Liu, Zongqing Lu, Jiaya Jia

Abstract: Large Language Models (LLMs) have demonstrated proficiency in utilizing various tools by coding, yet

they face limitations in handling intricate logic and precise control. In embodied tasks, high-level planning is

amenable to direct coding, while low-level actions often necessitate task-specific refinement, such as Rei… ̙ More
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Runyu Peng, Zhiyuan Zeng, Huanze Tang, Ruiliang Xu, Wei Li, Hang Yan, Conghui He

Abstract: …and high-quality open-sourced English webtext dataset derived from Common Crawl data. The study

addresses the challenges of constructing large-scale pre-training datasets for language… ̙ More
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Authors: Seunghyun Ji, Hagai Raja Sinulingga, Darongsae Kwon

Abstract: Employing extensive datasets enables the training of multilingual machine translation models; however,

these models often fail to accurately translate sentences within specialized domains. Although obtaining and

translating domain-specific data incurs high costs, it is inevitable for high-quality translations. Hence, f… ̙ More
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Mathematical Problem Solvers
Authors: Qintong Li, Leyang Cui, Xueliang Zhao, Lingpeng Kong, Wei Bi

Abstract: Large language models (LLMs) have achieved impressive performance across various mathematical

reasoning benchmarks. However, there are increasing debates regarding whether these models truly understand

and apply mathematical knowledge or merely rely on shortcuts for mathematical… ̙ More
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Authors: Zhikun Xu, Yinghui Li, Ruixue Ding, Xinyu Wang, Boli Chen, Yong Jiang, Xiaodong Deng, Jianxin Ma, Hai-Tao

Zheng, Wenlian Lu, Pengjun Xie, Chang Zhou, Fei Huang

Abstract: How to better evaluate the capabilities of Large Language… ̙ More
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Abstract: In this paper we present PeLLE, a family of large language… ̙ More
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Authors: Yong Yang, Xuhong Zhang, Yi Jiang, Xi Chen, Haoyu Wang, Shouling Ji, Zonghui Wang

Abstract: Prompt, recognized as crucial intellectual property, enables large language models (LLMs) to perform

specific tasks without the need of fine-tuning, underscoring their escalating importance. With the rise of prompt-

based services, such as prompt marketplaces and LLM applications, providers often display prompts' ca… ̙ More
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Tang, Dmytro Pykhtar, Jiawei Liu, Yuxiang Wei, Tianyang Liu, Max Tian, Denis Kocetkov, Arthur Zucker, Younes

Belkada, Zijian Wang, Qian Liu, Dmitry Abulkhanov, Indraneil Paul, Zhuang Li, Wen-Ding Li, Megan Risdal, Jia Li, Jian

Zhu, Terry Yue Zhuo , et al. (41 additional authors not shown)

Abstract: The BigCode project, an open-scientific collaboration focused on the responsible development of Large

Language… ̙ More
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Improving Legal Judgement Prediction in Romanian with Long Text Encoders
Authors: Mihai Masala, Traian Rebedea, Horia Velicu

Abstract: In recent years,the entire field of Natural Language Processing (NLP) has enjoyed amazing novel results

achieving almost human-like performance on a variety of tasks. Legal NLP domain has also been part of this

process, as it has seen an impressive growth. However, general-purpose… ̙ More
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Authors: William Hunt, Toby Godfrey, Mohammad D. Soorati

Abstract: With the increasing prevalence and diversity of robots interacting in the real world, there is need for

flexible, on-the-fly planning and cooperation. Large Language Models are starting to be explored in a multimodal

setup for communication, coordination, and planning in robotics. Existing approaches generally use a si… ̙ More
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Abstract: …of the digital world, where all forms of information and operations are encoded and manipulated in

binary format. Inspired by the success of next token prediction in natural language processing, we introduce bGPT,

a… ̙ More
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Abstract: …order to highlight any content manipulation present. Our proposed network linearly maps image
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Agent benchmarks without these challenges
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• Small scale 

• Not practical

Published as a conference paper at ICLR 2019

(a) GoToObj: "go to
the blue ball"

(b) PutNextLocal:
"put the blue key next
to the green ball"

(c) BossLevel: "pick up the grey box behind you, then go
to the grey key and open a door". Note that the green door
near the bottom left needs to be unlocked with a green key,
but this is not explicitly stated in the instruction.

Figure 1: Three BabyAI levels built using the MiniGrid environment. The red triangle represents
the agent, and the light-grey shaded area represents its field of view (partial observation).

rewards) would have to be given by a human, and are therefore rather expensive to get. Under this
assumption, imitation learning methods such as behavioral cloning, Searn (Daumé Iii et al., 2009),
DAGGER (Ross et al., 2011) or maximum-entropy RL (Ziebart et al., 2008) are more appealing, as
more learning can be achieved per human-input unit.

Similar to BabyAI, studying sample efficiency of deep learning methods was a goal of the bAbI
tasks (Weston et al., 2016), which tested reasoning capabilities of a learning agent. Our work differs
in both of the object of the study (grounded language with a simulated human in the loop) and in the
method: instead of generating a fixed-size dataset and measuring the performance, we measure how
much data a general-purpose model would require to get close-to-perfect performance.

There has been much research on instruction following with natural language (Tellex et al., 2011;
Chen and Mooney, 2011; Artzi and Zettlemoyer, 2013; Mei et al., 2016; Williams et al., 2018) as
well as several datasets including SAIL (Macmahon et al., 2006; Chen and Mooney, 2011) and
Room-to-Room (Anderson et al., 2018). Instead of using natural language, BabyAI utilises a syn-
thetic Baby language, in order to fully control the semantics of an instruction and easily generate as
much data as needed.

Finally, Wang et al. (2016) presented a system that interactively learned language from a human.
We note that their system relied on substantial amounts of prior knowledge about the task, most
importantly a task-specific executable formal language.

3 BABYAI PLATFORM

The BabyAI platform that we present in this work comprises an efficiently simulated gridworld
environment (MiniGrid) and a number of instruction-following tasks that we call levels, all formu-
lated using subsets of a synthetic language (Baby Language). The platform also includes a bot that
can generate successful demonstrations for all BabyAI levels. All the code is available online at
https://github.com/mila-iqia/babyai/tree/iclr19.

3

(a) House (b) Basic

Figure 7: The same generated game with two themed grammars: house and basic.

Room Descriptions The description of a room is the concatenation of the room-level description
of every object it contains, shown typically when entering the room or upon using the look

command. The room-level description of an object contains information the player should be
aware of upon entering the room (e.g., “There is a chest here. It is open and you
can see some gold coins in it.”). The room’s description also mentions its possible exits
(e.g., “There is a path leading north.”). It is updated dynamically based on changes to
the states of objects in the room, for example listing whether a container is open, closed, or locked,
and which objects it contains.

Quest Instructions We use instructions to explain to the player what to do in a game. An
instruction is a piece of text describing a particular action or several di�erent actions. For ex-
ample, “Retrieve the blue key” could be used to represent the action take blue key,
whereas “Take the red key from the locked chest” may represent the sequence of ac-
tions unlock chest / open chest / take red key. In TextWorld, instructions may optionally
describe every action of a quest (easier), only the final action (harder), or they may force the
player to figure out what to do from scratch (goal identification; hardest). Likewise, the ability
to combine actions into a single instruction can also be toggled; identifying a sequence of actions
from an instruction rather than a single action is an additional challenge.

Text Generation Options TextWorld o�ers some control over di�erent aspects of the text
generation. Objects with similar attributes/states can be grouped together when describing a
room (e.g., “In here, you see two red containers: a box and a chest.”). Ob-
jects mentioned in an instruction can be referred to using one or several of their attributes
(e.g., “Take the red edible thing.”). Use of coreference (e.g., “There is a chest.
It is open. In it, you see nothing interesting.”) is also optional.

TextWorld also o�ers the choice between two themed grammars: house and basic. The house
theme describes the world as if the game takes place in a modern house. The second theme uses a
simple grammar with almost no linguistic variation (e.g., no adjectives, no multi-word names). In
this case, objects with the same attributes use a shared, prototypical prefix for their names followed
by a number (e.g., stand42). The basic grammar cuts down the vocabulary and the language
complexity to ease the training of neural generative models. These house and basic themes can be
seen applied to the same underlying game in Figure 7.
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World of Bits: An Open-Domain Platform for Web-Based Agents

Figure 3. 7 of the 100 MiniWoB web tasks, ranging from simple (left) to more complex (right).

ment learning environments called Mini World of Bits
(MiniWoB) that share many of the characteristics of live
web tasks (interacting with buttons, text fields, sliders, date
pickers, etc.) and allows us to study these challenges in a
controlled context. Since the web offers powerful visual
design tools, the average MiniWoB environment is only
112 lines of HTML/CSS/JavaScript. Each MiniWoB envi-
ronment is an HTML page that is 210 pixels high, 160 pix-
els wide (i.e. identical to the ATARI environment dimen-
sions) — the top 50 pixels (in yellow background) contain
the natural language task description (randomly generated)
and the 160 ⇥ 160 area below is for interactions. The re-
wards range from �1.0 (failure) to 1.0 (success) and are
weighted linearly with time to encourage fast completion
time. See Figure 7 for examples.

2.3. Live Web Tasks: FormWoB

While it is possible to create web tasks from scratch (e.g.
MiniWoB), the Internet already offers a massive repository
of websites. In this section we describe an approach that
allows us to convert these websites into web tasks.

Since websites change over time and since we do not wish
to spam websites with requests while the agent is train-
ing, we need to create an offline approximation that the
agent can interact with. To do this, when we collect hu-
man demonstrations, we use a proxy to record all HTTP
requests and responses between the agent and the website.
To train and evaluate agents on a web task, we use the proxy
to handle all requests with the recorded responses.

We also use requests to define reward functions. Form-
filling tasks involve making a final request to the website
with a set of key-value pairs (e.g., {from: DEN, to: JFK}).
We define the reward function as the fraction of key-value
pairs that match those in human demonstrations.2

When an agent performs an action that generates a request
never seen during human demonstrations (i.e., a cache
miss), we immediately end the episode with zero reward.
This provides a lower bound on the true reward if the agent

2Ideally, we would require exact match, but this resulted in too
sparse of a reward signal to train and evaluate with.

Figure 4. Our crowdsourcing interface for collecting human
demonstrations on the web. The left side streams visual obser-
vations using VNC and the right side displays queries. All ob-
servations and actions are recorded. At the end of episode, the
worker marks a DOM element as the answer (green box).

were to interact with the real website (assuming all rewards
are non-negative), since all action sequences that result in
a cache miss receive the minimum possible reward.

FormWoB benchmark. We applied this approach to four
flight booking websites (United, Alaska, AA, and JetBlue).
On each website, an agent must fill out a form and click
on the submit button. The form filling process requires a
diverse set of interaction skills, such as typing cities in a
text box using autocomplete, using a date picker, etc. For
each website, there is a query template parameterized by
the following fields: an origin airport, a destination airport,
a departure date, and a return date. Airport names are sam-
pled from 11 major US cities, and dates are sampled from
March 2017. We created 100 different instantiations for
each query template, and collected on average 1 episode of
human demonstration for every query.

2.4. Crowdsourcing Web Tasks at Scale: QAWoB

To take full advantage of the scale and diversity of the web,
we now present a more scalable approach to generating
web tasks that does not involve specifying the reward func-
tions manually for each web task. The key is cast web tasks
as question answering, and solicit questions from crowd-

MiniWoB     
(Shi et al., 2017)

TextWorld     
(Côté et al., 2019)

BabyAI                 (Chevalier-
Boisvert et al., 2019)



WebShop (2022)
• Large-scale complex environment based on 1.16M Amazon products 

• Automatic reward based on instruction and product attribute matching 

• Challenges language and visual understanding, and decision making



WebArena (2023)
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SWE-Bench (2023)

Input: a GitHub repo and an issue 

Output: a file diff to resolve the issue 

Evaluation: unit tests from pull request
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ChemCrow: ReAct enables discovery of a novel chromophore

58Figure 2: Experimental validation. a) Example of the script run by a user to initiate ChemCrow. b)
Query and synthesis of a thiourea organocatalyst. c) The IBM Research RoboRXN synthesis platform
on which the experiments were executed (pictures reprinted courtesy of International Business Machines
Corporation). d) Experimentally validated compounds.

Figure 3) was subsequently synthesized and analyzed, confirming the discovery of a new chromophore
with approximately the desired property (measured absorption maximum wavelength of 336nm).

Human chemist Human-AI collaboration ChemCrow

Task input: 
Here is some chromophore data. 
• Clean the data. 
•�Use only data with acetonitrile as solvent.
•�Preprocess the data.
•�Train a random forest model to predict               
  absorption max wavelength of molecules.
• Then make predictions for the molecules 
   in a selection pool.
• Finally, suggest a synthetic plan for the 
   one with wavelength closest to 369 nm. 

ChemCrow actions:
1. Check data rows to learn the format.
2. Filter data, solvent and relevant columns.
3. Calculate MorganFingerprints and
split dataset into train/test.
4. Train and evaluate random forest model.
5. Propose molecule(s) from the selection pool.
6. Predict 2 step synthetic procedure 
for selected molecule.

Human actions:
• Synthesize proposed molecule. 
• Confirm product using  MS(ESI) and NMR.
•�Analyse UV-Vis absorption spectrum.

Wavelength [nm]

Ab
so

rb
an

ce
 [A

U]

Synthesize (E)-3-methyl-4-(2-(3'-
(methylsulfonamido)-[1,1'-biphenyl]-4-
yl)vinyl)benzoate with a predicted maximum 
absortion wavelenth closest to 369 nm. The 
root mean squared error of the random forest 
model is 37 nm. 

Final answer:
O

O

H
N

S
O

O

O

O

H
N

S
O

O

in Acetonitrile

Figure 3: Human/Model interaction leading to the discovery of a novel chromophore. Left: The
human input, actions, and observation. Right: ChemCrow actions and final answer with the suggestion of
the novel chromophore.

4

[Bran et al., 2023]



A brief history of LLM agents
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LLM

Reasoning

Acting 
(Grounding, 
tool use, etc.)

CoT 
Zero-shot CoT 
Self-consistency 
…

Game 
Robotics 
RAG 
…

ReAct

LLM agent (but not reasoning agent) Reasoning agent

New applications/
tasks/benchmarks

Web browsing 
Software engineering 
Scientific discovery 
……

New methods 

Memory, learning, 
planning, multi-agent…



A minimal history of agents: Part 1
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1960 1970 1980 1990 2000 2010 2020

LLM 
agent

Symbolic AI agent (Deep) RL agent
Atari-DQN, AlphaGo, 
OpenAI Five, MuZero, …

[-0.3432, 2.444, 0.34342, 
0.4545, 0.443, 3.34234 …]

Let’s think step by step… 
The room is dark so I need a 
lamp, the lamp is in 
bedroom, so I should ……



A minimal history of agents: Part 2
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Physical World / Humans
! Practical: robots / chatbots
" Not Scalable: expensive and slow to collect data

Simulations / Games
" Not Practical: sim-to-real is hard
! Scalable: free, unlimited interactions

Digital World (Internet, code, software, …)
! Practical: important tasks to automate
! Scalable: huge scale, rich complexity, free and fast



Some lessons for research
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▪ Simplicity and generality 

▪ You need both… 
▪ Thinking in abstraction 
▪ Familiarity with tasks (not task-specific methods!) 

▪ Learning history and other subjects helps!



What’s next?

63

Training 

Interface 

Robustness 

Human 

Benchmark

FireAct: Toward Language Agent Fine-tuning.

SWE-agent: Agent-Computer Interfaces Enable 
Automated Software Engineering

τ-bench: A Benchmark for Tool-Agent-User 
Interaction in Real-World Domains  



FireAct: Training LLM for agents

64

LLM
Usage

[FireAct: Toward Language Agent Fine-tuning.]

Ho
tp

ot
QA

 E
M

0

9

18

27

36

Llama2-13B Llama2-13B GPT-3.5

31.4
34.4

21.2

ReAct 
prompting

ReAct 
finetuning

ReAct 
prompting

Data

Establish model-agent synergy:

• Improve“agent capabilities” like planning, 
self-evaluation, calibration.. 

• Open-source agent backbone model 

• Next trillion tokens for model training

(Not trained 
for agents)



Human-computer interface (HCI)
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Action

Observation



Agent-computer interface (ACI)

66

Action

Observation
SWE-bench result:

▪ LLMs and humans are 
different, so should their 
interfaces 
▪ e.g. humans have a smaller 

short-term memory, so have 
to trade off time for space 

▪ ACI design can help us 
▪ Better solve tasks (without 

changing the agent) 
▪ Better understand agents 

(vs humans)
SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering



Human in the loop & robustness
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Autonomous tasks (e.g. coding with unit test)

“Can I solve it one time out of 1000 times?”

ASHLEY BELANGER, ARS TECHNICA BUSINESS FEB 17, 2024 12:12 PM

Air Canada Has to Honor a Refund Policy Its Chatbot Made Up
The airline tried to argue that it shouldn't be liable for anything its chatbot says.

Ars Technica

This story originally appeared on Ars
Technica, a trusted source for technology
news, tech policy analysis, reviews, and
more. Ars is owned by WIRED's parent
company, Condé Nast.

After months of resisting, Air Canada was forced to give a partial refund to a grieving
passenger who was misled by an airline chatbot inaccurately explaining the airline's
bereavement travel policy.

On the day Jake Moffatt's grandmother died, Moffat immediately visited Air Canada's
website to book a flight from Vancouver to Toronto. Unsure of how Air Canada's
bereavement rates worked, Moffatt asked Air Canada's chatbot to explain.

The chatbot provided inaccurate information, encouraging Moffatt to book a flight
immediately and then request a refund within 90 days. In reality, Air Canada's policy
explicitly stated that the airline will not provide refunds for bereavement travel after
the flight is booked. Moffatt dutifully attempted to follow the chatbot's advice and
request a refund but was shocked that the request was rejected.

Moffatt tried for months to convince Air Canada that a refund was owed, sharing a
screenshot from the chatbot that clearly claimed:

If you need to travel immediately or have already travelled and would like to submit
your ticket for a reduced bereavement rate, kindly do so within 90 days of the date
your ticket was issued by completing our Ticket Refund Application form.

ADVERTISEMENT

Air Canada argued that because the chatbot response elsewhere linked to a page with
the actual bereavement travel policy, Moffatt should have known bereavement rates
could not be requested retroactively. Instead of a refund, the best Air Canada would
do was to promise to update the chatbot and offer Moffatt a $200 coupon to use on a
future flight.

Unhappy with this resolution, Moffatt refused the coupon and filed a small claims
complaint in Canada's Civil Resolution Tribunal.

According to Air Canada, Moffatt never should
have trusted the chatbot and the airline should
not be liable for the chatbot's misleading
information because, Air Canada essentially
argued, "the chatbot is a separate legal entity
that is responsible for its own actions," a court
order said.

Experts told the Vancouver Sun that Moffatt's case appeared to be the first time a
Canadian company tried to argue that it wasn't liable for information provided by its
chatbot.

Tribunal member Christopher Rivers, who decided the case in favor of Moffatt, called
Air Canada's defense "remarkable."

"Air Canada argues it cannot be held liable for information provided by one of its
agents, servants, or representatives—including a chatbot," Rivers wrote. "It does not
explain why it believes that is the case" or "why the webpage titled 'Bereavement
travel' was inherently more trustworthy than its chatbot."

Further, Rivers found that Moffatt had "no reason" to believe that one part of Air
Canada's website would be accurate and another would not.

Air Canada "does not explain why customers should have to double-check
information found in one part of its website on another part of its website," Rivers
wrote.

In the end, Rivers ruled that Moffatt was entitled to a partial refund of $650.88 in
Canadian dollars off the original fare (about $482 USD), which was $1,640.36 CAD
(about $1,216 USD), as well as additional damages to cover interest on the airfare and
Moffatt's tribunal fees.

Air Canada told Ars it will comply with the ruling and considers the matter closed.

Air Canada’s Chatbot Appears to Be Disabled
When Ars visited Air Canada's website on Friday, there appeared to be no chatbot
support available, suggesting that Air Canada has disabled the chatbot.

Air Canada did not respond to Ars' request to confirm whether the chatbot is still part
of the airline's online support offerings.

Last March, Air Canada's chief information officer, Mel Crocker, told the Globe and
Mail that the airline had launched the chatbot as an AI "experiment."

Initially, the chatbot was used to lighten the load on Air Canada's call center when
flights experienced unexpected delays or cancellations.

“So in the case of a snowstorm, if you have not been issued your new boarding pass
yet and you just want to confirm if you have a seat available on another flight, that’s
the sort of thing we can easily handle with AI,” Crocker told the Globe and Mail.

Over time, Crocker said, Air Canada hoped the chatbot would "gain the ability to
resolve even more complex customer service issues," with the airline's ultimate goal
to automate every service that did not require a "human touch."

If Air Canada can use "technology to solve something that can be automated, we will
do that,” Crocker said.

Air Canada was seemingly so invested in experimenting with AI that Crocker told the
Globe and Mail that "Air Canada’s initial investment in customer service AI
technology was much higher than the cost of continuing to pay workers to handle
simple queries." It was worth it, Crocker said, because "the airline believes investing
in automation and machine learning technology will lower its expenses" and
"fundamentally" create "a better customer experience."

Science
Your weekly roundup of the best stories on health care, the climate crisis, genetic engineering, robotics,
space, and more. Delivered on Wednesdays.

By signing up you agree to our User Agreement (including the class action waiver and arbitration provisions), our Privacy Policy &
Cookie Statement and to receive marketing and account-related emails from WIRED. You can unsubscribe at any time. This site is
protected by reCAPTCHA and the Google Privacy Policy and Terms of Service apply.

It's now clear that for at least one person, the chatbot created a more frustrating
customer experience.

Experts told the Vancouver Sun that Air Canada may have succeeded in avoiding
liability in Moffatt's case if its chatbot had warned customers that the information
that the chatbot provided may not be accurate.

Because Air Canada seemingly failed to take that step, Rivers ruled that "Air Canada
did not take reasonable care to ensure its chatbot was accurate."

"It should be obvious to Air Canada that it is responsible for all the information on its
website," Rivers wrote. "It makes no difference whether the information comes from
a static page or a chatbot."

This story originally appeared on Ars Technica.

You Might Also Like …
 Find the best bargains on quality gear with our Deals newsletter

The one internet hack that could save everything
Online reviews are being bought and paid for. Get used to it
Apple TV+ is the New HBO
Why RFK Jr. is suddenly everywhere online
The city of tomorrow will run on your toilet water

 See if you take a shine to our picks for the best sunglasses and sun
protection

Ashley Belanger is the senior tech policy reporter at Ars Technica, writing news and feature stories on tech
policy and innovation. She is based in Chicago.
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Air Canada Has to Honor a Refund Policy Its Chatbot Made Up
The airline tried to argue that it shouldn't be liable for anything its chatbot says.

Ars Technica

This story originally appeared on Ars
Technica, a trusted source for technology
news, tech policy analysis, reviews, and
more. Ars is owned by WIRED's parent
company, Condé Nast.

After months of resisting, Air Canada was forced to give a partial refund to a grieving
passenger who was misled by an airline chatbot inaccurately explaining the airline's
bereavement travel policy.

On the day Jake Moffatt's grandmother died, Moffat immediately visited Air Canada's
website to book a flight from Vancouver to Toronto. Unsure of how Air Canada's
bereavement rates worked, Moffatt asked Air Canada's chatbot to explain.

The chatbot provided inaccurate information, encouraging Moffatt to book a flight
immediately and then request a refund within 90 days. In reality, Air Canada's policy
explicitly stated that the airline will not provide refunds for bereavement travel after
the flight is booked. Moffatt dutifully attempted to follow the chatbot's advice and
request a refund but was shocked that the request was rejected.

Moffatt tried for months to convince Air Canada that a refund was owed, sharing a
screenshot from the chatbot that clearly claimed:

If you need to travel immediately or have already travelled and would like to submit
your ticket for a reduced bereavement rate, kindly do so within 90 days of the date
your ticket was issued by completing our Ticket Refund Application form.

ADVERTISEMENT

Air Canada argued that because the chatbot response elsewhere linked to a page with
the actual bereavement travel policy, Moffatt should have known bereavement rates
could not be requested retroactively. Instead of a refund, the best Air Canada would
do was to promise to update the chatbot and offer Moffatt a $200 coupon to use on a
future flight.

Unhappy with this resolution, Moffatt refused the coupon and filed a small claims
complaint in Canada's Civil Resolution Tribunal.

According to Air Canada, Moffatt never should
have trusted the chatbot and the airline should
not be liable for the chatbot's misleading
information because, Air Canada essentially
argued, "the chatbot is a separate legal entity
that is responsible for its own actions," a court
order said.

Experts told the Vancouver Sun that Moffatt's case appeared to be the first time a
Canadian company tried to argue that it wasn't liable for information provided by its
chatbot.

Tribunal member Christopher Rivers, who decided the case in favor of Moffatt, called
Air Canada's defense "remarkable."

"Air Canada argues it cannot be held liable for information provided by one of its
agents, servants, or representatives—including a chatbot," Rivers wrote. "It does not
explain why it believes that is the case" or "why the webpage titled 'Bereavement
travel' was inherently more trustworthy than its chatbot."

Further, Rivers found that Moffatt had "no reason" to believe that one part of Air
Canada's website would be accurate and another would not.

Air Canada "does not explain why customers should have to double-check
information found in one part of its website on another part of its website," Rivers
wrote.

In the end, Rivers ruled that Moffatt was entitled to a partial refund of $650.88 in
Canadian dollars off the original fare (about $482 USD), which was $1,640.36 CAD
(about $1,216 USD), as well as additional damages to cover interest on the airfare and
Moffatt's tribunal fees.

Air Canada told Ars it will comply with the ruling and considers the matter closed.

Air Canada’s Chatbot Appears to Be Disabled
When Ars visited Air Canada's website on Friday, there appeared to be no chatbot
support available, suggesting that Air Canada has disabled the chatbot.

Air Canada did not respond to Ars' request to confirm whether the chatbot is still part
of the airline's online support offerings.

Last March, Air Canada's chief information officer, Mel Crocker, told the Globe and
Mail that the airline had launched the chatbot as an AI "experiment."

Initially, the chatbot was used to lighten the load on Air Canada's call center when
flights experienced unexpected delays or cancellations.

“So in the case of a snowstorm, if you have not been issued your new boarding pass
yet and you just want to confirm if you have a seat available on another flight, that’s
the sort of thing we can easily handle with AI,” Crocker told the Globe and Mail.

Over time, Crocker said, Air Canada hoped the chatbot would "gain the ability to
resolve even more complex customer service issues," with the airline's ultimate goal
to automate every service that did not require a "human touch."

If Air Canada can use "technology to solve something that can be automated, we will
do that,” Crocker said.

Air Canada was seemingly so invested in experimenting with AI that Crocker told the
Globe and Mail that "Air Canada’s initial investment in customer service AI
technology was much higher than the cost of continuing to pay workers to handle
simple queries." It was worth it, Crocker said, because "the airline believes investing
in automation and machine learning technology will lower its expenses" and
"fundamentally" create "a better customer experience."
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It's now clear that for at least one person, the chatbot created a more frustrating
customer experience.

Experts told the Vancouver Sun that Air Canada may have succeeded in avoiding
liability in Moffatt's case if its chatbot had warned customers that the information
that the chatbot provided may not be accurate.

Because Air Canada seemingly failed to take that step, Rivers ruled that "Air Canada
did not take reasonable care to ensure its chatbot was accurate."

"It should be obvious to Air Canada that it is responsible for all the information on its
website," Rivers wrote. "It makes no difference whether the information comes from
a static page or a chatbot."

This story originally appeared on Ars Technica.
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policy and innovation. She is based in Chicago.
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Air Canada Has to Honor a Refund Policy Its Chatbot Made Up
The airline tried to argue that it shouldn't be liable for anything its chatbot says.

Ars Technica

This story originally appeared on Ars
Technica, a trusted source for technology
news, tech policy analysis, reviews, and
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After months of resisting, Air Canada was forced to give a partial refund to a grieving
passenger who was misled by an airline chatbot inaccurately explaining the airline's
bereavement travel policy.

On the day Jake Moffatt's grandmother died, Moffat immediately visited Air Canada's
website to book a flight from Vancouver to Toronto. Unsure of how Air Canada's
bereavement rates worked, Moffatt asked Air Canada's chatbot to explain.

The chatbot provided inaccurate information, encouraging Moffatt to book a flight
immediately and then request a refund within 90 days. In reality, Air Canada's policy
explicitly stated that the airline will not provide refunds for bereavement travel after
the flight is booked. Moffatt dutifully attempted to follow the chatbot's advice and
request a refund but was shocked that the request was rejected.

Moffatt tried for months to convince Air Canada that a refund was owed, sharing a
screenshot from the chatbot that clearly claimed:

If you need to travel immediately or have already travelled and would like to submit
your ticket for a reduced bereavement rate, kindly do so within 90 days of the date
your ticket was issued by completing our Ticket Refund Application form.

ADVERTISEMENT

Air Canada argued that because the chatbot response elsewhere linked to a page with
the actual bereavement travel policy, Moffatt should have known bereavement rates
could not be requested retroactively. Instead of a refund, the best Air Canada would
do was to promise to update the chatbot and offer Moffatt a $200 coupon to use on a
future flight.

Unhappy with this resolution, Moffatt refused the coupon and filed a small claims
complaint in Canada's Civil Resolution Tribunal.

According to Air Canada, Moffatt never should
have trusted the chatbot and the airline should
not be liable for the chatbot's misleading
information because, Air Canada essentially
argued, "the chatbot is a separate legal entity
that is responsible for its own actions," a court
order said.

Experts told the Vancouver Sun that Moffatt's case appeared to be the first time a
Canadian company tried to argue that it wasn't liable for information provided by its
chatbot.

Tribunal member Christopher Rivers, who decided the case in favor of Moffatt, called
Air Canada's defense "remarkable."

"Air Canada argues it cannot be held liable for information provided by one of its
agents, servants, or representatives—including a chatbot," Rivers wrote. "It does not
explain why it believes that is the case" or "why the webpage titled 'Bereavement
travel' was inherently more trustworthy than its chatbot."

Further, Rivers found that Moffatt had "no reason" to believe that one part of Air
Canada's website would be accurate and another would not.

Air Canada "does not explain why customers should have to double-check
information found in one part of its website on another part of its website," Rivers
wrote.

In the end, Rivers ruled that Moffatt was entitled to a partial refund of $650.88 in
Canadian dollars off the original fare (about $482 USD), which was $1,640.36 CAD
(about $1,216 USD), as well as additional damages to cover interest on the airfare and
Moffatt's tribunal fees.

Air Canada told Ars it will comply with the ruling and considers the matter closed.

Air Canada’s Chatbot Appears to Be Disabled
When Ars visited Air Canada's website on Friday, there appeared to be no chatbot
support available, suggesting that Air Canada has disabled the chatbot.

Air Canada did not respond to Ars' request to confirm whether the chatbot is still part
of the airline's online support offerings.

Last March, Air Canada's chief information officer, Mel Crocker, told the Globe and
Mail that the airline had launched the chatbot as an AI "experiment."

Initially, the chatbot was used to lighten the load on Air Canada's call center when
flights experienced unexpected delays or cancellations.

“So in the case of a snowstorm, if you have not been issued your new boarding pass
yet and you just want to confirm if you have a seat available on another flight, that’s
the sort of thing we can easily handle with AI,” Crocker told the Globe and Mail.

Over time, Crocker said, Air Canada hoped the chatbot would "gain the ability to
resolve even more complex customer service issues," with the airline's ultimate goal
to automate every service that did not require a "human touch."

If Air Canada can use "technology to solve something that can be automated, we will
do that,” Crocker said.

Air Canada was seemingly so invested in experimenting with AI that Crocker told the
Globe and Mail that "Air Canada’s initial investment in customer service AI
technology was much higher than the cost of continuing to pay workers to handle
simple queries." It was worth it, Crocker said, because "the airline believes investing
in automation and machine learning technology will lower its expenses" and
"fundamentally" create "a better customer experience."

Science
Your weekly roundup of the best stories on health care, the climate crisis, genetic engineering, robotics,
space, and more. Delivered on Wednesdays.

By signing up you agree to our User Agreement (including the class action waiver and arbitration provisions), our Privacy Policy &
Cookie Statement and to receive marketing and account-related emails from WIRED. You can unsubscribe at any time. This site is
protected by reCAPTCHA and the Google Privacy Policy and Terms of Service apply.

It's now clear that for at least one person, the chatbot created a more frustrating
customer experience.

Experts told the Vancouver Sun that Air Canada may have succeeded in avoiding
liability in Moffatt's case if its chatbot had warned customers that the information
that the chatbot provided may not be accurate.

Because Air Canada seemingly failed to take that step, Rivers ruled that "Air Canada
did not take reasonable care to ensure its chatbot was accurate."

"It should be obvious to Air Canada that it is responsible for all the information on its
website," Rivers wrote. "It makes no difference whether the information comes from
a static page or a chatbot."

This story originally appeared on Ars Technica.
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Human-in-the-loop tasks (e.g. customer service)

“Would I fail it one time out of 1000 times?”



Tau-bench
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τ-bench: A Benchmark for Tool-Agent-User Interaction in Real-World Domains  
Agent cannot see private 
database or human info - 
need to interact with them 
via tools or chat !



https://princeton-nlp.github.io/language-agent-impact/

What’s next?
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Training 

Interface 

Robustness 

Human 

Benchmark

FireAct: Toward Language Agent Fine-tuning.

SWE-agent: Agent-Computer Interfaces Enable 
Automated Software Engineering

τ-bench: A Benchmark for Tool-Agent-User 
Interaction in Real-World Domains  



EMNLP tutorial on language agents
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Thanks!
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https://tinyurl.com/yao-feedback

https://tinyurl.com/yao-feedback

