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Key Blocks to build successful agents

What’s next?



Key Trends in
Generative Al



Some observations

0 In recent years, ML has completely changed our expectations of
.~ what is possible with computers

'®: Increasing scale (compute, data, model size) delivers better results

. The kinds of computations we want to run and the hardware on
 which we run them is changing dramatically



A decade of amazing progress in
what computers can do

Pixels: “leopard”
Audio: “How cold is it outside?”

“Hello, how are you?” “Bonjour, comment allez-vous?”
Pixels: “A cheetah lying on top of a car”




A decade of amazing progress in
what computers can do

Pixels: “leopard”

“How cold is it outside?”

“Bonjour, comment allez-vous?”

“A cheetah lying on top of a car”




Image Classification on ImageNet

‘ CoAtNet-7: 90.880 r

Meta Pseudo Labels (EfﬁcigntNet—LZ)

*

100 AlexNet: first neural net
used in Imagenet
50 competition FixResNeXt-101 32x48d
> . 3 0 (6) nceptionys,RENEXI01 64)3_!%5’7
5 = l . Inception V.2 0
S PPNet
§ 50.9% FiveBase+Five‘ﬁ:;s 90'884)
) AlexNet
é 60 /"_"'_/
SIFT 4 FV
55 LSS :
40
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

“Leopard”

Source: https://paperswithcode.com/sota/image-classification-on-imagenet
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https://paperswithcode.com/sota/image-classification-on-imagenet

Speech Recognition on LibriSpeech test-other
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Deep Speech 2

Jan '16

TDNN + pNorm + speed up/down speech

2.5%

tdnn + chain_+ rnnlm rescoring

LAS + SpecAugment
Conv + Transformer-AM-(ConvLM with Transformer Rescoring)
Conformer + Wav2vec 2.0 + SpecAugment-based.Noisy Student Training with LibrifLig_ht
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“How cold is it outside?”

Source: https://paperswithcode.com/sota/speech-recognition-on-librispeech-test-other


https://paperswithcode.com/sota/speech-recognition-on-librispeech-test-other

Transformers + autoregressive training + massive data
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For tokenization: github.com/google-research/bert/blob/master/tokenization.py



Towards useful Al agents

Supervised
Fine-Tuning (SFT)

-
Prompt:
“I have pains in my lower back while

ksleeping. What could be causing this?” )

Output (expert response):

“You might be experiencing a lower
back strain, typically caused by lifting
heavy objects or abrupt movements.
This can lead to sharp pain in the
lower back, especially when moving or

lifting ...”
< y,

Reinforcement Learning from
Human Feedback (RLHF)

_ Prompt |
pd N

SFT model e
. model

o e


https://openai.com/research/learning-from-human-preferences
https://openai.com/research/learning-from-human-preferences

Gemini

Training High Quality Multimodal Models at
Scale



Project started in Feb 2023
Many collaborators from Google DeepMind, Google Research, and rest of Google

Goal: Train highly capable multimodal models and use them all across Google

Initial 1.0 public release in Dec 2023, 1.5 in Feb 2024
https://blog.google/technology/ai/google-gemini-ai https://g.co/gemini
Gemini: A Family of Highly Capable Multimodal Models, jcﬁ/ the Gemini Team, arxiv.org/abs/2312.11805


https://blog.google/technology/ai/google-gemini-ai
https://g.co/gemini
http://arxiv.org/abs/2312.11805

Gemini - Multimodal from the start

Input
Sequence

7.

Aa

I 5

7/ <%

Image +
Decoder e

e
AN

N
~

Text *
Decoder 7 /\a

Figure 2 | Gemini supports interleaved sequences of text, image, audio, and video as inputs (illustrated

by tokens of different colors in the input sequence). It can output responses with interleaved image
and text.

Gemini: A Family of Highly Capable Multimodal Models, by the Gemini Team, arxiv.org/abs/2312.11805


http://arxiv.org/abs/2312.11805

Gemini
Multimodal
Reasoning

4
Prompt

Here's a solution to a Physics problem by a student.

23. A skier slides down the frictionless slope as shown. What is the skier's speed at the bottom?
Start

Solution: L=80m

6;/][9%\! Re dur & Swre ﬁl ]
and of%ﬁ"‘? end.
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Try to reason about the question step by step.

Did the student get the correct answer? If the solution is wrong, please
explain what is wrong and solve the problem.

Make sure to use LaTeX for math and round off the final answer to two

decimal places.

'

Response
The student did not get the correct answer. The student made a mistake
in the calculation of the potential energy at the start of the slope. The
potential energy at the start of the slope is given by mgh, where m is the
mass of the skier, g is the acceleration due to gravity, and h is the height

of the slope. The student used the length of the slope, L, instead of the
height, H, in the calculation of the potential energy.

The correct solution is:

The conservation of energy means that the total energy of the skier is
the same at the beginning and at the end of the slope.

At the start of the slope, the skier has only potential energy, which is
given by mgh.

At t1he end of the slope, the skier has only kinetic energy, which is given
by — mv’
2

Therefore, we can write:

mgh = %mv’

Canceling out the mass m on both sides, we get:

gh=—v
Solving for v, we get:
v=V2gh

Substituting the given values, we get:

v=V2x9.81x 40 = 28.01m/s

Therefore, the skier's speed at the bottom of the slope is 28.01 m/s.




Gemini 1.5: Initial release in
February 2024

3 Jeff Dean (@¢2) € @JeffDean - Feb 15
Gemini 1.5 Pro - A highly capable multimodal model with a 10M token
context length

Today we are releasing the first demonstrations of the capabilities of the

Long ConteXt Capablllty demonStrated Gemini 1.5 series, with the Gemini 1.5 Pro model. One of the key
Up tO 1OM tOkenS W|th pUb“C preview differentiators of this model is its incredibly long...
offering up to 1M tokens of text and/or

Video Introducing

information in the context window is Gemini 1 5

“clearer” (it hasn’t been mixed -

together/perturbed over many gradient

descent steps with other training data) Our next-generation model

Gemini 1.5 delivers dramatically enhanced

= less hallucination performance with a more efficient architecture.
] . The first model we've released for early testing,

= enables in-context Iearnlng Gemini 1.5 Pro, introduces a breakthrough

experimental feature in long-context
understanding.

Q 198 117K Q 6.3K ihi 1.6M N

>

Gemini 1.5: Unlocking multimodal understanding across millions of tokens of context, arxiv.org/abs/2403.05530


https://arxiv.org/abs/2403.05530

Preview access

Gemini 1.5 Pro

Gemini 1.5 Pro achieves a breakthrough context window of up to 1 million

tokens, the longest of any foundational model yet.

Try it in Google Al Studio

Try it at https://ai.google.dev/

Gemini 1.5: Unlocking multimodal understanding across millions of tokens of context, arxiv.org/abs/2403.05530


https://ai.google.dev/
https://arxiv.org/abs/2403.05530

Gemini 1.5 Pro Long Context Evaluation

“Needle in haystack” test for text, =honminied
audio, and video o .

G o
Green is good, and red is not good, @Vwkers 7 SISILILILININIANNAMR R A ANANSNANARANAN]  NBNANANARN
and these are almost entirely green
(>99.7% recall), even out to 10M s
tokens. e hours £

(9.7M tokens) e e e e e e b 107 -houEs:
Modeled after Greg Kamradt’s o —
github.com/gkamradt/LLMTest_Needlel ‘Tﬂéxt

nAHaystack test that probes a model's  usomworss
(10M tokens)

ability to retrieve specific information “  1OM tokens™
from its context.

Gemini 1.5: Unlocking multimodal understanding across millions of tokens of context, arxiv.org/abs/2403.05530


https://github.com/gkamradt/LLMTest_NeedleInAHaystack
https://github.com/gkamradt/LLMTest_NeedleInAHaystack
https://arxiv.org/abs/2403.05530

Gemini 1.5 Pro-Exp-0801 evaluation
via Imsys.org in August, 2024

Category Overall Questions
Overall #models: 123 (100%) #votes: 1,575,901 (100%)
Ranlc 4 Mod lg Axena 95% CI Votes Organization License
(uB) e Scove e: rganizati ice
Il Gemini-1.5-Pro-Exp-0801 1300 +6/-5 12672 Google Proprietary |
2 GPT-40-2024-05-13 1286 +3/-2 69832 OpenAI Proprietary
‘ Imsys.org & 2 GPT-40-mini-2024-07-18 1280 +6/-4 12047 OpenAI Proprietary
@lmsysorg 4 Claude 3.5 Sonnet 1271 +3/-4 40174 Anthropic Proprietary
Exciting News from Chatbot Arenal 4 Gemini-Advanced-0514 1266 +3/-4 50686 Google Proprietary
> . P . Meta-llama-3.1:405b: L1 3.1
@GoogleDeepMind's new Gemini 1.5 Pro (Experimental 0801) has been 4 = = 1262 +6/-7 8454 Meta Cozzinity
tested in Arena for the past week, gathering over 12K community votes.
5 Gemini-1.5-Pro-API-0514 1261 +3/-3 62018 Google Proprietary
For the first time, Google Gemini has claimed the #1 spot, surpassing Gemini-1.5-Pro-API-
: 1 ] 6 Gemini:-1.5:Px0ART 1257 43 5673 Google Proprietary
GPT-40/Claude-3.5 with an impressive score of 1300 (!), and also 0409-Preview
achieving #1 on our Vision Leaderboard. 6 GPT-4-Turho-2024-04-09 1257 +3/-2 79537 OpenAl Proprietary
10 GPT-4-1106-preview 1251 +3/-2 90007 OpenAI Proprietary
10 Claude. 3.0pus 1248 +2/-3 151003 Anthropic Proprietary
10 Athene-70b 1245 +6/-6 5511 NexusFlow CC-BY-NC-4.0
Meta-Llama-3.1-70b- .
10 i i 1242 +10/-7 4450 Meta Lians 31
Instruct Community

https://x.com/Imsysorg/status/181904882129454744
4


https://x.com/lmsysorg/status/1819048821294547441
https://x.com/lmsysorg/status/1819048821294547441

Enterprise Trends



Trend 1- The obvious: Al is
moving so much faster



Al is moving faster..Why?

The amount of data needed
has come down

Anyone can develop Al



Trend 2- Technical Trends



Where are we headed?

Separate models for different tasks

»

Single model that can generalize across
millions of tasks



Where are we headed?

»

Dense models Efficient sparse models



Where are we headed?

Single modality models

»

4 \; ¥,
LA (1) 53
200 [TITH CEAN

Models that deal with many modalities



Trend 3- It is the choice of
the platform that matters



LMSys Chat Leaderboard Ranks

Model

ChatGPT-40-latest

Grok-2-08-13

GPT-40-2024-05-13

ML, Systems, and Cloud Al

95% CI
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2023/10
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Key success tactors tor
oenerative Al

Access to a broad set of
models

...s0 you can find the best model for
their use case and budget

A platform for managing
" models in production

...80 you can deploy and manage
models in a scalable way

Ability to customize
models with your data

...SO you can improve the quality,
latency, and performance of
the model

Choice and flexibility at
" every level

....S0 you can avoid vendor lock-in and
use the best tools for the job

R



Trend 4- Cost of APl calls is
approaching O



Gemini 1.5 Flash

Input price (per 1M tokens)

$0.075 for <= 128K tokens
$0.15 for > 128K tokens

Context caching (per 1M tokens)

$0.01875 for <= 128K tokens

$0.0375 for > 128K tokens

$1.00 / 1 million tokens per hour (storage)
Learn more

Output price (per 1M tokens)

$0.30 for <= 128K tokens
$0.60 for > 128K tokens

Gemini 1.5 Pro

Input price (per 1M tokens)

$3.50 for <= 128K tokens
$7.00 for > 128K tokens

Context caching (per 1M tokens)

$0.875 for <= 128K tokens

$1.75 for > 128K tokens

$4.50 / 1 million tokens per hour (storage)
Learn more

Output price (per 1M tokens)

$10.50 for <= 128K tokens
$21.00 for > 128K tokens




Trend 5- Search



Another big realization

LLM and Search need
to come together.



Trend 6- Enterprise
Search/Assistant



Enterprise Learnin
their Al invest



Key success tactors tor
oenerative Al

Access to a broad set of
models

...s0 you can find the best model for
their use case and budget

A platform for managing
" models in production

...80 you can deploy and manage
models in a scalable way

Ability to customize
models with your data

...SO you can improve the quality,
latency, and performance of
the model

Choice and flexibility at
" every level

....S0 you can avoid vendor lock-in and
use the best tools for the job

R



21 Vertex Al

Google Cloud Generative Al platform

Agent Builder

OOQOTB and custom agents | Search
Orchestration | Extensions | Connectors | Document processors | Retrieval engines | Rankers | Grounding

LY

Model Builder

Prompt | Serve | Tune | Distill | Eval | Notebooks | Training | Feature store | Pipelines | Monitoring

# %

e ¥

Model Garden

Google | Open | Partner

A N




I Vertex Al

Google Cloud Generative Al platform

Agent Builder

OOTB and custom agents | Search
Orchestration | Extensions | Connectors | Document processors | Retrieval engines | Rankers | Grounding

Model Builder

Prompt | Serve | Tune | Distill | Eval | Notebooks | Training | Feature store | Pipelines | Monitoring

Model Garden

Google | Open | Partner




Vertex Al
Model Garden




<4 Gemini




m Preview )

Gemini 1.5 Pro

1M context window
Audio modality and video inclusive of audio




Foundation models on Vertex Al

Across a variety of model sizes to address use cases

v @ @

Gemini 1.0 Pro Gemini 1.5 Pro

Multimodal reasoning Multimodal reasoning for

across a wide range of tasks longer prompts, 1 million

context window
General availability Preview
Ifi @ = @ <> @
Chirp 2.0 for Imagen 2.0 Embeddings
speech-to-text ) o API for text
Buikd voice enabled Text-to-image  Text-to-live image and image
Arpications Create and edit images and live images from simple prompts Extract semantic information

from unstructured data



Open model
ecosystem



ity )

Claude 3 on Vertex Al

Haiku | Sonnet | Opus®




Foundation models are powerful tools, but they are only as
valuable as your ability to use them in context of your
business use case and successfully deploy them
to production.




1 Vertex Al

Google Cloud Generative Al platform

Agent Builder

OOTB and custom agents | Search
Orchestration | Extensions | Connectors | Document processors | Retrieval engines | Rankers | Grounding

Model Builder

Prompt | Serve | Tune | Distill | Eval | Notebooks | Training | Feature store | Pipelines | Monitoring

Model Garden

Google | Open | Partner




'L Vertex Al

Google Cloud Generative Al platform

Agent Builder

OOTB and custom agents | Search

Orchestration | Extensions | Connectors | Document processors | Retrieval engines | Rankers | Grounding

Model Builder

Prompt | Serve | Tune | Distill | Eval | Notebooks | Training | Feature store | Pipelines | Monitoring

Model Garden

Google | Open | Partner




Augmentation tools to enhance capabilities of foundation models

Tuning/Distillation

Customize based on specific data
and use case

Create a smaller model for
cost/latency purposes

N I A
Grounding

Combine with search to make
it factual

R4

000

Extensions/Function
Calling

Function calling to be able to
make LLMs on areas where
they perform poorly



Key Components of Customizations and
Agent Builder

Fine Tuning Distillation

Grounding Function Calling




Key Components of Customizations and
Agent Builder

Fine Tuning Distillation

Grounding Function Calling




Tune and customize with your data

Simple, Complex,
cost efficient more expensive
Prompt Supervised Reinforcement Full fine
design tuning learning with tuning®

Distillation human feedback

*For open models on Vertex Al




Popular model adaptation approaches and
research goals

Fine Tuning Prompt Design

Pre-trained Model Pre-trained Model

Tunable Frozen

LI TT]
%(_/

Input Text

Engineered
Prompt

Input Text

No training, just craft (design) the input
to the model with optional examples

How does it work? ' Regular full model fine-tuning

|| 1-10 examples (2048 tokens)
|

Training cost @Eﬁbmv_ely_E;p;ngvz _______ || Zero
Weaningful only for 1B ULM perhaps |
Training time ﬁNEeIsTI\Wo;th_s __________ || Zero
Quality ' Very High rHEh_ ______________

|| (Zero-shot: Higher (2x)
\Few-shot: Even Higher (2x - 5x higher)

I|1
D ——— P

Prompt Tuning

Distillation

Pre-trained Model

Frozen

Prompt Tuned

Teacher

i f
T 110

Tunable Soft
Prompt

Input Text

Train only 1-100 soft tokens (token
size = 8192 floats)

| | Very High

_,| (as good as fine-tuning for >10B)

—_——— e —— —— —— ————

Distill 64B teacher to a 1B ULM or
xxxM T5

100 - 1k labelled
1100k - 100M unlabelled

Very High
(slightly lower than teacher)

Very Low

LLM size | All sizes; FLAN-540B is very

expensive.

Large LLM >62B. 540B

moderate-size (e.g. T5-3B)
1~64B

64B — 1B or T5




Conventional Fine-tuning

Basic steps:
. . NLI /NER / SQuAD Star/End Span
= Get a pretrained model checkpoint

(e.g. BERT) - Gl )
= Have a new dataset/task . T
. . .......-..? BERT
= Do supervised learning on new dataset
and update the weights of the new Eale ] [Elle=ll=]- [&]
model -o—O———Oo—<Oo—0o——O0—
Requires: [—J’“’ 2- &2
= Modest amount of compute (e.g. xxx Question o o
chips for a few days for a 340B model) kk\ Question Answer Pair /

= |n-depth knowledge of the model

Fine-Tunin
architecture g



Conventional Prompt

Tunin

Basic steps:

Freeze the backbone model.
Prepend a soft prompt (e.g. learnable) to
the input

Only optimize the prompt to adapt to
downstream tasks.

Prompt Tuning

Task
Prompts
| C |
(82K params each)

Batch

Froze

Mixed-task

a

(o4

b

O > | O[>

a2

_{

c2

Pre-trained Model
(11B params)

|

Lester et al https://arxiv.org/pdf/2104.08691.pdf



https://arxiv.org/pdf/2104.08691.pdf

Overview of Prompting

e In-context learning: an LLM is given a prompt
including a few training examples and a test Zero Shot One Shot
instance as input.

Model Input Model Input
e By leveraging its “autoregressive power”, LLMs G: Roger as s tennis bl He buys 2 more cans of
understand and learn from the in-context S e ey iy

examples to generate the output for the test
instance directly, without any update to its

A: The answer is 11.

para meters. Q: The cafeteria had 23 apples. If they used 20 to Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples make lunch and bought 6 more, how many apples Test Q
. do they have? do they have?
e Perform in a zero-shot/few-shot manner.
e Context learning is one of the most common Model Output Model Output
Ways touse glant LLMS A: The answer is 27. x A: The answer is 9 v

Advantages:

No training, only inference

Enables real time interaction (e.g. ChatGPT)

Lowered requirements on train dataset size or label cost: only a few examples (<10) are enough
Better generalization and less likely to overfit on the training data



What is parameter-efficient fine tuning

Pre-trained LLM

S

@ Pre-training
N
/

Massive dataset

pretrained LLM

or % Q
B ‘ B+ 8

Extra component or part of
A
g
g

Domain-specific
dataset

Resource link


https://deci.ai/blog/fine-tuning-peft-prompt-engineering-and-rag-which-one-is-right-for-you/#:~:text=Full%20Fine%2Dtuning%3A%20Adjusts%20all,input%20to%20guide%20its%20output.

Resource link

Criteria

Objective

Data Necessity

Time Required for

Training

Resource Consumption

Model Parameter

Adjustment

Overfitting

Susceptibility

Outcome of Training

Typical Applications

Parameter-efficient Fine Tuning (PEFT)

Enhance pre-trained models in data-scarce,

Iow-compute areas

Limited examples in dataset

Quicker relative to conventional method

Economizes computational means

Alters select model components

Lower risk due to restricted modification

Adequate but generally below conventional

method

Best in resource-constrained or data-limited

situations

Why do we need PEFT? Pros and Cons

Conventional Fine-tuning

Boost pre-trained models with ample

data & compute

Abundant examples in dataset

Slower relative to PEFT

Utilizes extensive computational means

Overhauls entire model structure

Higher risk due to thorough

modification

Usually outperforms PEFT

Optimal for resource-rich environments



https://markovate.com/blog/parameter-efficient-fine-tuning-peft-of-llms-a-practical-guide/

Resource link

Key Idea

LoRA

W.x + AB.x (Output)

( )
I

Full fine-tuning

W.x + AW.x (Output)

[ ]
1

| | |
] ( ] aw.x  (dxd)

( ] aw.x @dxd) Wx |
A
d
rxd
AW W
(Pre-trained (Weight dxd (Pre-trained
Weights) Update) Weights) / A \ dx p
A A

A T

X X
(Input) (Input)
J

Decomposing updated parameters into a product of lower rank matrices



https://towardsdatascience.com/understanding-lora-low-rank-adaptation-for-finetuning-large-models-936bce1a07c6

Details of LORA

Pre-trained model weight:
Weights with LoRA tuning:
Trainable parameters:

Rank of trainable parameters:

Original forward pass:

Modified forward pass:

W, € Rdxl'c
Wy + AW = W, + BA

B € RdX’r"A c Rfrxk
rank r < min(d, k)
h = W()LU

/

[ Multi-Head Attention ]

=\

‘T’

[ Layer Normalization ]

|

[ Feed-Forward Network ]

i ) )

Layer Normalization ]

\

v

h = W0£U+AW$ = WoiB+BA$

e This can apply to any dense layers in the foundation models.
o But applying to all dense layers may not be the optimal.

Resource link

o Only applying adaptation on attention weights (not on MLPs)

.

Down- | 4 Up-
projection projection



https://arxiv.org/pdf/2106.09685.pdf

Advantages of LoRA

e No additional inference latency

Batch Size 32 16 1
Sequence Length 512 256 128
O] 0.5M 11M 11M
Fine-Tune/LoRA | 1449.440.8 338.0+0.6 19.8+2.7
Adapter™ 1482.0+£1.0 (+2.2%) 354.84+0.5 (+5.0%) 23.942.1 (+20.7%)
Adapter™ 1492.24+1.0 (+3.0%) 366.3+0.5 (+8.4%) 25.84+2.2 (+30.3%)

e In some cases, it shows better performance even in comparison to full fine tuning

# Trainable | WikiSQL MNLI-m SAMSum
Medel&hethiod ‘ Parameters | Acc. (%) Acc. (%) R1/R2/RL
GPT-3 (FT) | 175255.8M | 73.8 89.5 52.0/28.0/44.5
GPT-3 (LoRA) 4.7M 73.4 91.7 53.8/29.8/45.9
GPT-3 (LoRA) 37.TM 74.0 91.6 53.4/29.2/45.1




Key Components of Customizations and
Agent Builder

Fine Tuning Distillation

Grounding Function Calling




Deploying LLMs continues to be challenging

e Customers do not need Unicorn/Gemini-XL/GPT4 for every task
e Can we reduce the serving cost & latency while maintaining high performance

Report: GitHub Copilot Loses an Average of $20 Per User
Per Month

sentimentsits

#!/usr/bin/env ts-node

import { fetch } from "fetch-h2";

nc function isPositive(text: string): Promise<boolean> {
t response = await fetch( http://text-processing.com/api/sentiment/", {
method: "POST",
body: ~text=${text},
headers: {
"Content-Type": "application/x-www-form-urlencoded",
1
s
nst json = await response.json();
rn json.label === "pos";
}
& Copilot

& Clem Delangue & - Following s
y Co-founder & CEO at Hugging Face
2w - ®

My prediction: in 2024, most companies will realize
that smaller, cheaper, more specialized models make
more sense for 99% of Al use-cases.



Memory & Compute Efficient LLM

Quantization A
Enhancement
Speedup 6B LLM inference by 2x Model size reduction by 50x in text generation
Side Tuning Distillation
Avoid back-prop the backbone model Model size reduction & perf improvement

go/cair_efficient_Illm



http://goto.google.com/cair_efficient_llm

History

e e NEW Approach
Distillation in NN .
Network augmentation

Using teacher reasoning:

Distillation step by step, Orca
2020 Localization distillation Present

2015 2023

DIEREL A DistilBERT, TinyBERT

Self distillation

Online distillation



Key Terms

e leacher moadel

o The original (large model) that we want to extract the knowledge from it

e Student model
o The new model with smaller size

e Softlabels

o The output of teacher model when the Temperature is larger than 1(T>1)
e Soft predictions

O  The output of student model when the Temperature is larger than 1(T>1)
e Hard predictions

o When regular softmax (T=1) is used in the student model

e Hard labels
o  Ground truth label in one-hot encoding



The key insights

e Softmax function
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e Key insight
o Relative similarity between other classes and this information is useful
o Image of 2 may be closer or similar to an example image of 3 than it is to that of 7
o How close or similar the examples are is of much importance to understand what the
network has actually learned
e Limitation
o  Giving importance to the most likely class, push the rest to very small values



The key insights (2): Temperature T

Softmax function with temperature to smooth the output
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A larger temperature smooths the output probability distribution.




Architecture of distillation in NN

e Train smaller model based on the hard labels and the teacher soft labels’
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Key Components of Customizations and
Agent Builder

Fine Tuning Distillation

Grounding Function Calling




Some shortcomings of LLMs
when it comes to factuality

LLMs produce output that we can check that it is factually wrong

LLMs are trained in the past LLMs hallucinate LLMs can’t cite sources

LLMs data is frozen in past. So it LLMs are creative by nature. This LLMs are good in reasoning, but
will not know about recent might result in hallucinations at a less so on quoting which sources
developments or facts. significant rate. they used to come to a

conclusion..



Minimizing hallucinations boils down to solving 3 problems

O

Right context Better models User experience



o

Private Documents
Ground in data that the LLM was not trained on

@

Fresh Content
Ground in up to date content from the Web

Right context

=@

Authoritative content
Ground in content from authoritative sources

T ) T ) T )




[ Prompt ]

Retrieve and Generate (RAG)

Retrieval Service

1: Retrieve search
results

Retrieve Augment
Generate (RAG)

2: Augment 3: Generate

LLM

[ Response ]




Typical RAG/NLI based grounding architecture in a nutshell

......................................................................................................................................................................................... Pre_hoc ...........................

rom i Extractive
. Prompt2Query — R;tar:‘e':;zlg& —  answer — LLM — Response
(snippets)

[Pre-hoc] Response generation:

e Augment input with search results (“Retrieve Augment Gl:oundl.ng
. - Detection using NLI
Generate” approach) :

® | ORA/fine-tune model to ground in pre-hoc input and
generate citations

: Report
[Post-hoc] Response corroboration sent 1, score, citations

e Use Natural Language Inference to corroborate against | sent n, score, citations
corpus and generate/validate citations '



User EXperience Metric: Attribution

Felicette was a stray Parisian cat
that became the first cat
launched into space on 16

October 1963 as part of the
French space program.

How do You know this is frue?



Supporting sources: 4/7
Contradicting sources: 2/7

Supported
Supporting sources: 6/8
Contradicting sources: 0/8

en.wikipedia.orgq, ...

ources: en.wikipedia.org, englisn.eipals.com

Félicette was a|stray |Parisian cat [1,2,3]
that became theffirst cat
launched into space [4,5] on
October 1963 [6,7] as jpart of the

French space prog

Supported

Supporting sources: 5/11

Contradicting sources: 0/11

Sources: www.reddit.com, en.wikipedia.org, ...

ram [8].

ho

Contradicted

Supporting sources: 0/8
Contradicting sources: 2/8
Sources: starwalk.space,
en.wikipedia.org, ...




Key Components of Customizations and
Agent Builder

Fine Tuning Distillation

Grounding Function Calling




Have you
- As of my limited knowledge up to April 2023 [...] it's
ever recelved always best to check the latest rates from a reliable

a hOonNn-answer source, such as a currency converter or a bank.
about outdated
information?




Have you ever
tried to get

COnSiStent "nome": "alice",
"occupation": ["pets", "music"]
OUtPUtS? "address": false,

"email": "alice@example"




Have you ever

I am sorry, but as a language model, I do not have the

'tr|€3(j t() r€3f€3r€3r1(:€3 obility to access external websites or videos.

an GE)CtE}rr]Eil Therefore, I cannot summarize the article or the
YouTube video you have provided.

website, video,
or API?




Limitations of
generative models

Inconsistent Output Frozen in time Disconnected from the world

Even with good prompting, it’s Large language models (LLMs) LLMs have no inherent way of
difficult to get LLMs to produce lack access to information interacting with the world. This limits their
consistently structured output for after their training date, leading ability to take action on behalf of the

downstream implementation. to stale, inaccurate responses. user through interfaces like APIs.



When you run
into limitations with
generative models,
what workarounds

do you try?



Pleading for Passing web Parsing

consistent links in your g—:'estpggsss to
tputs? ts?

it promep= JSON?

“Please output valid
JSON per this
schema “Here is messy JSON
from an LLM, please
;?r?:%pigg? clean it up!”

“The response object
should conform to
Extreme OpenAPI specification
prompt 3.1.0”

engineering?

Grounding?




But they probably didn't

work as expected.

How can we solve
this problem?



Wait, what is
Function Calling?

Does it call functions?

Sort of!
Let’s dig in...




How Function Calling works

Define your
functions

\ 4

Wrap functions
in a tool

\ 4

-

Call Gemini with
a tools argument

J




A day in the life of a Function Call

Respond to user

2
Gemini selects function and parameters

REST APIs

Databases

Document Repositories

Customer management
systems




Return their order. This
information comes from
the
thelook_ecommerce.order

s

. . . Function
Function Call +Gem|n| R:spolnse

Prompt

sal_query
('query': 'SELECT
ROUND ( (COUNT(DISTINCT IF(returned at
IS NOT NULL. order id. NULL))

[Row((9.95.), freturn_rate': 03)1

COUNT(DISTINCT order id)) * 100 2) AS
return_rate FROM
thelook _ecommerce orders'

y

API API Endpoint API
Parameters (BigQuery) Response




What can you build
with Function Calling?

Lots of things!



Function calling is all about
developer control and flexibility

Structured e Employee e Autonomous e
search
outputs tool workflows

Real-time Customer
information e support e
retrieval agent




Finance

Fetch real-time financial
and currency exchange
information

Travel

Fetch live flight and hotel
information from travel
systems

Business

Read and write to
documents and
spreadsheets in

Google Drive

Support

Retrieve messages from
customer support
ticketing systems

Databases

Perform real-time queries
on datasets in BigQuery

Customers

Search records in
customer management
systems

Documents

Search and summarize
across thousands of
documents

Inventory

Make live queries to
product inventory
systems to check stock



